Background

Problem Statement

have been some promising results to date.

Observations

The use of sensing technology within the construction and infrastructure industry is of great appeal to
i3P members due to the expected improvements in productivity, quality and safety that can be
achieved. The use of sensing technologies and the benefits they could bring to the construction and
infrastructure sector are still in the infancy stage and have not yet been fully explored. However, there

This discovery poster is intended to clarify what technology is available to enable asset monitoring in
construction and infrastructure, as well as the benefits it could bring and the barriers to its adoption.

Throughout all sectors the construction industry had the highest number of fatal injuries to workers in
2016/17. The rail industry provides a key example of this issue. Railway infrastructure worker injuries
accounted for ~10% of all railway injuries in 2016/17 (Figure 1a&b).

Traditional infrastructure maintenance requires surveying in risky environments such as live roads,
railway lines, near live equipment, at height as well as in confined spaces. All of these activities have
inherent risks associated with them. For example, viaducts and tunnel sumps have confined internal
areas that require periodic inspections, while bridges and tall structures require special access for
inspections at height (Figure 1c to 1e). Sensing technologies have the potential to reduce injuries and
fatalities, primarily by reducing the need to work on-site.

In addition to improving Health and Safety, asset monitoring technologies have the potential to reduce
the environmental impact of conducting onsite surveys. At present c. > £20million" is spent travelling to
sites to gather data on assets. Sensing technology could reduce the need for personnel to physically

Inspection
for Construction

Standardised
component sets

e 75% of respondents use a mobile app for manual
condition monitoring

e Data collected by sensors is used principally by
engineers for all responding companies

e Respondents are already using data visualisation
methods, such as dashboards

e 100% of respondents use a cloud or centralised
server

e 75% of respondents use or plan to use publicly
available weather data

Barriers to Adopting Asset Technology
e The main barriers to adopting asset technology
are cost and technical risk, however there are
also a number of drivers for adopting asset
technology
Fig 2. a)

Drivers for using Sensing Technology
for Asset Monitoring
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Figure 2: Visualisation of results from respondents of survey

Sensing

The majority of monitoring is done during construction. The
frequency of monitoring depends entirely on risk, which is

assessed by engineers

Sensors are used in a range of conditions, including above 4

ground, below ground and underwater

75% of respondents use sensors to monitor ground ©
movement. Other sensor applications include force and flow
monitoring

The majority of monitoring uses surveying methods and ®

manual inspection, rather than sensors

Sensing is not currently used for condition monitoring after

construction of assets

Conditions and Environments in

e 75% of respondents already use data analytics:
- Microsoft Power BI

- Qlik

- Bespoke
The majority are deployed on cloud or central
servers, which raises security concerns
Current analytic solutions are not specific to asset
monitoring, therefore lack predictive insights

c)

which Sensing Technologies are used

u Below ground level
Open air
Vibration
Chemical

W Water ways

= Above ground level

W Extremes of temperature

95% of power is supplied by the grid

e All respondents are concerned about cost and
the green credentials of power sources

e There is a demand for temporary power supplies

which have high density storage at a low cost

Break Down of Power Sources used

visit these sites. For example, for one company surveyed, installed an asset monitoring system which PLM
reduced fuel consumption by 1136 litres per week.
Implementing sensor technology can also provide a mechanism for asset data collection, analysis, and
4D modelling of assets which has the potential to reduce through life costs and ensure assets are used
to their full.
However, sensor technologies have had limited adoption within the construction and infrastructure
industry to date (see survey results below). There are many challenges to adoption; this discovery
poster work highlights these challenges as well as the benefits of adoption.
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—Fibre optic runs the length of
the bridge, and coils around
the towers to measure strain

for the entire structure.
Approx. 10km of fibre

monitoring.

One combined
water level and
flow-rate sensor
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Sensors are electronic devices that can
be used to detect and measure
changes or events. They may be used
on their own or combined with
analytics to record and predict events.
At present c. > £20million* is spent
going out to sites to gather data on
assets. There is a desire to be able to
measure this data remotely, using
sensors, to reduce the expense and
improve the effectiveness of asset

Power is the amount of energy that must

be transferred to an object so that it may

perform it’s function. Power must either be
generated or captured from the environment.
All sensors and connectivity systems require

some form of powering, the complete bridge
example above should require no more than
500W of onsite power at any one-time, often

consuming much less.

Connectivity

Analytics

Data interface

Data
Storage

Data storage can be
accomplished by a variety of
methods including
DNA and RNA, handwriting,
flash drives, magnetic tapes,
Hard disk and recently Cloud.

If 1000 sensors were used in
the bridge demo above, it

Data interface is a shared boundary across
which two or more separate components of
a computer system exchange information. The
exchange can be between software, computer
hardware, peripheral devices, humans and
combinations of these.

Using a thingworx environment, the data
from the bridge demo above can be
visualised using a VR and AR kit costing less
than £2000

Connectivity is the ability of devices to
connect to other devices and to access

ut

network
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- Vibration and micro-seismic monitoring
- Air temperature, pressure and humidity
- Intensity and duration of light exposure
- Wind speed and direction

- Air-pollution, dust, and contaminant sensing
- Rainfall and surface-water

Data visualised through
web based app

i

- Improved prediction of asset degradation due to
environmental factors

- Shutdown or restrict access to assets in dangerous
weather conditions

- Monitor pollution to ensure legislation requirements
are met

- Predict load on drains and potential blockages or
flooding

- Expensive when publicly available weather data
may be sufficient

- Potentially large quantities of data

- Challenges of linking data with causes and effects:
may require a sophisticated analytics system or
manual processing of data

- False positives or erroneous data may result in
lack of confidence or unnecessary expense
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Moniteye Remote crack Monitor [3]

Records crack movement and transmits
by GSM network. 5V at max 500mA,
180mA operating current (max 2.5W
power).

Fibre Optical Sensing [5]

- Power and energy consumption

- Material corrosion

- Deformation and cracking T
- Cosmetic damage
- Vegetation growth

- Allows assets to be accurately valued

- Detect problems immediately for prompt repair

- More accurately predict lifetime of assets and use data
to improve design of assets

- Monitor changes over a period of time

therefore correct sensing can be costly

- Bespoke sensing solutions dependent on
application

- Legal responsibility of utilising sensor data
- Over-reliance on sensors may result in
complacency and missed issues

Fibre optic sensors can detect various

and proximity. They are immune to
electrical interference, cost effective
for large sensor networks but
expensive for basic applications.

Environment factors
Aerospace
Automotive
Asset degradation
General
m’facture
Asset performance
onstructio

Energy harvesting and
Wired Energy

omotive

Stored energy

- Solar - Prevent increased costs due to over-maintenance
- Wind

- Radio Power Harvesting )} %

- Tidal, Hydro and Salinity =\ - Energy harvesting suitable for remote locations / off-
- Vibration \ grid

- Generators - Removes need for replacing batteries

- Grid Energy - Low or no energy cost, besides equipment

- Noise and vibration
- Force and stress/strain -
- Lubricant and fluid levels

- Performance data used to monitor and predict
degradation
- Identify inefficient assets suitable for upgrade/
replacement

- Can increase system efficiency
- Most solutions produce no pollution and don’t require

- Monitoring systems themselves use power
- False positives may result in unnecessary
replacement or disposal of assets

- Unreliable or inconsistent energy supply — energy
storage required for low voltage ride through
- Mechanical methods require maintenance and repair JSend sensor data periodically using 868Mhz

Wear Sensing Research [6]

Few methods of sensing wear exist. Still
in the research stage is a sensor that can
accurately report remaining wear life
while in use.

Camera Based Sensing

Various forms, from satellite imagery to
targeted monitoring. Can be used with
computer vision to automatically detect
events (e.g. change in vegetation growth)
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EnOcean Wireless Energy Harvesting Sensors [8]
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services via the internet and the World
Wide Web. Various technologies, at
a wide range of speeds are available to
provide this service. The sensors in the
bridge demo above produce
approximately 1.4kb/s of data. This is

Telecoms

- Batteries and super-capacitors
- Compressed air and thermal storage
- Gravitational storage (flywheel, raised mass)

Low level comms (wide

S Aerospace
well below the limits of most P
connectivity methods.
Logistics

Analytics is the discovery, interpretation, and

communication of meaningful patterns in data. '’Automotive

Especially valuable in areas rich with recorded .
information, analytics relies on the simultaneous ngh le

application of statistics, computer programming
and operations research to quantify performance.

Cost of data storage is approximately £18/T8. If

Telecoms

edge analytics is used, only useful data is

transmitted or stored, significantly reducing
storage requirements.

General
M’facture

Aerospace
Finance

Local Data
Processing

Healthcare

Remote Data
Processing

Conventional

Control Centre

would take 166.67 minutes to Mobile Apps
produce 10GB of data which is
free when using Box or Google
Drive Highway monitoring
Video Games \—‘\N'\(\
Internet search companies 0.\%'\\,3
Ecommerce
Finance . .
Distributed
Control Centre
Al Interface (e.g. mobile)
and Machine
offboard

Case Study: Data Analytics

at the earliest possible opportunity.

structural movements being missed.

Description: Arup, Atkins, and QuantumBlack have developed and tested an adaptive
instrumentation and monitoring (AIM) application to undertake analytics on large volumes of
data. The data is from manual and automated sensors that monitor any movement of the
ground/assets/structures, occurring as a result of underground construction projects. The
analytic methods extend upon traditional Gaussian models with spatio-temporal correlation, to
enable automated analysis that can be interpreted by an engineer or project leader, via a web-
based app. This data is presented alongside monitoring and construction progress data. The data
is used to reduce frequency of monitoring/number of monitoring instruments, differentiate
between anomalous and significant movement trends, and forecast the breach of trigger values

Benefits: The success of the project gives confidence that implementing applications that
combine monitoring and construction progress data alongside the use of data analytics can offer
significant savings for monitoring programmes and reduce the risks of significant ground or

Case Study: Sensors and Connectivity

Description: To facilitate maintenance whilst also offering its customers new services, Cofiroute
(VINCI Autoroutes), in partnership with Orange, developed a connected rest area prototype in
Boutroux, on the A10. Hundreds of wireless sensors using the LoRa communication technology
were installed. Among other functions, they can alert the teams when rubbish containers are full
or when soap distributors and toilet paper need replenishing. They can also detect occupancy of
parking spaces, record water and electricity consumption, and measure the temperature of the
pavement to anticipate the risks arising from formation of black ice.

Benefits: After a nine-month trial, the prototype proved to be fully satisfactory. It enables
remote access to information usually collected on the ground by a road operative. Being
immediately informed of the level of cleanliness and availability of consumables makes it possible
to optimise upkeep of the rest area whilst also improving customer satisfaction. The system could
now be rolled out on the 268 rest areas and 189 service areas in the VINCI Autoroutes network.

Case Study: Data Interface

experience.

digital model

applications, etc.

Context: Adim Nord-Picardie proposed that the building information model be handed over to
the client after construction is completed. The client refused due to an unpleasant previous

Description: Convinced that the use of the BIM model could be valuable in the operating phase,
the Adim Nord-Picardie teams, in liaison with Sogea (VINCI Construction), decided to adapt the
digital model to its future user. After a first phase devoted to explaining the potential uses of the
elements already available — models, plans, as-built file — to the client, the BIM model was
enriched by adding its own property data. Special work was also carried out to make the as-built
file documents — the building’s “health card” — accessible from the intuitive interface of the

Benefits: By adapting the content of the digital model to the specific needs of the client, Adim
Nord-Picardie was able to demonstrate very clearly the practical merits of using BIM in the
operating phase. By creating trust in this way, the company will be better equipped to anticipate
the operator’s future needs in terms of updating the model and creating interfaces with CMMS
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deterrent if setup correctly.

fault in the space between two sensors.

Implications of using sensing technology on fixed assets

Theft: There is a history of theft of valuable items and resources from sites e.g copper, sensors etc. Whilst sensors are a potential target of theft, they may also serve as a

Security: Cyber security is a real threat. Connected sensors could be hacked to prevent the detection of malicious activity, to manipulate data, or to steal the generated data.
To combat this, smart sensors should be capable of data encryption with time and origin stamping to detect fraudulent or replayed messages from sensors.

Ethics: There is a risk that some sensor types (e.g. cameras) could collect personal data of people's faces, gaits, etc and this info held without consent. It is recommended
that the usual codes of practice are followed for surveillance cameras.

Regulations: Any electrical devices that may pose risk to health by failure (e.g. fire) will require testing to ensure they are fit for purpose. Wireless communication will need
to conform to local regulation. General data protection rules may need to be followed if personal data is collected.

Spectrum of sensing (Continuous vs Discrete): It is possible to cover an asset entirely with sensors so that data is collected at every point on an asset’s surface. This is called
Continuous sensing. This type of sensing offers a high resolution with the ability to get finely grained data. The problem is with the amount of data that will be generated by
the sensor network. How will it be stored? How will it be transmitted? How will it be processed? How much will it cost to store it? Perhaps a more practical solution is to use
discrete sensing which is the placing of sensors at set distances from each other. This will lead to more economical data volume. However, it raises the problem of missing a

Qualitative vs Quantitative: Traffic cameras give a user at the base station a qualitative assessment of the road condition and traffic levels. With video analytics, a
guantitative assessment can be achieved — e.g. the number of cars that pass through in a given time period.

HD Cameras looking at the bottom of the bridge can be viewed by an operator at a base station to assess if corrosion is taking hold, paint is peeling off or if there is
something structurally wrong with the bridge. The operator could potentially use around 10 minutes to inspect each bridge. With this approach, it will take an operator ~55
hours (10mins * 330 (no. of bridges in the UK) to assess all the bridges in the UK.

Measurement System accuracy and calibration: It should be considered whether a sensor system is for reference only or if they should be used for real life/death decision
scenarios. An exceptionally low total uncertainty is required for these scenarios, in which self-calibrating, fault detecting, and backup sensor networks are required.

Liability: Asset owners are liable for their property and any damages caused to 3" parties in the event of a failure. What is the potential liability case if physical inspection is
replaced with off site monitoring? What impact does discrete data have if a failure occurred between sensor points e.g. cracking?
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- Commercial cloud storage
removes costs of
infrastructure

- Enhanced security and
reliability of dedicated facility
- Rapid deployment and
virtually unlimited scalability
- Low initial costs

events

In this case, there will be
too much data for one
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- It will be a permanent
system that would not retire
but get more knowledgeable
- Would not tire and miss

- Connection to
weather station
- Social media

- ERP system

- Networked systems (e.g. Hadoop)

- Smart sensors
- At-sensor
microcontrollers

rollers and FPGA’s

environme

- Historical data can be

stored and accessed for

building better mathematical
models for automated decision
making

- Deeper insight into the data can
explored and knowledge extracte
It can be combined with other
sources of data (e.g. weather
stations)

- Adaptivity of humans to

respond to unforseen events
- Centralised data for humans
to make
- Ease of communications

- No need for dedicated
equipment and room

- Accessible anywhere in the
world

- At machine and at asset
monitoring

- Low cost

- Ability to upgrade equipment
easily

- It will serve as a repository
of asset knowledge which

- No need for data
transmission

- Potential for increased
security

- Increased reliability vs data
transmission

- Increased latency over local
storage

- Potentially higher total costs over

long periods of time

- Increased vulnerability to
incidental data breaches (i.e.
google data centres more likely
target vs local data centre)

- Requires retrieval

- Limited physical storage space

- Can’t process data and act upon
immediately at an enterprise level
- Potential obsolescence of storage
medium e.g tape

- Cloud storage potentially slower

than local storage

- Regulatory compliance, e.g. data

not allowed to be taken off-site

Cloud storage Solutions

There are a number
of cloud storage
solutions available.
Choice of provider
comes down to cost,
reliability (server
down-time), server
speed/location,
maximum storage
allocation, and
credentials (including
environment)

free.

Prime.

BT Cloud: 5GB-500GB

Google Drive: 15GB

Box: 10GB free.
OneDrive: 5GB free
(1TB for students)
iCloud: 5GB free.
Dropbox: 2GB free,
plus up to 16GB extra.
Amazon Drive: 5GB +
unlimited photos with
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can be used for future
developments

- A constant monitor
- Ease of transferability and
maintenance

- Long and costly development time

- Security (susceptible to theft and

unauthorised access)

- Fragmented response from experts

- Tracking all the mobile assets
- Vulnerability to attacks (e.g.
Distributed Denial of Service DDOS

attack)

- Low TRL and requires a bespoke
product for each application

- Not as flexible as humans — very
specialised

- Requires high quality inputs for

high quality outputs

- Solutions not as innovative as a

human operator

DeepMind [24]
IBM Watson Al [25]

IBM Watson offers a
powerful Al that can analyse
data, understand questions,
and process visual data with
machine learning. The Al is
available to developers via
the IBM cloud. A bespoke
application would need to be
developed to fully utilise this
power for asset monitoring.

DeepMind is an
artificial intelligence
company, owned by
Google. ltisan
example of neural-
network based Al
that could be used
to analyse and
process data in the

future.

Smartwatch

Smart-watch

provides easily

viewed

notifications for

disseminating
data to
employees,

including alerts

and warnings
ased on
aNalytics.
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the burning of fossil fuels

- Low power energy harvesting on-board wireless
sensors allows for maintenance free monitoring in any
location

permission (e.g. wind turbine)

- Use as uninterruptable power supply for
grid back-up, or for capacity firming of
variable energy supplies (e.g. renewables)
- Batteries are low cost, readily available,
and easy to install

due to wear ra
- Relatively high initial costs

- Often low power output

- Solar requires a large surface area

- Installation of some devices may require planning

energy harvesting devices (e.g. solar,
vibration etc). 30m range indoors, 200m
outdoors. Monitors and transmits 3 analog
and 3 digital sensor inputs.

dio. Low power req. Suitable for small

Trailer Based Solar Power [9]

Portable solar power generators can be used in

conjunction with petrol generators. A large system can
generate up to 20kW, which can be stored in batteries to

provide power when required.

8Power

Parametric resonance based vibrational energy harvesting,
to self power wireless condition monitoring devices.

- Energy storage devices require recharging or
replacement after depletion
- Replaceable energy storage produces significant

waste

- Long communication range (few km in urban
areas to tens of kmin rural areas).

- Low power operation

- Low deployment and operational cost

- Reliability and robustness using robust

SiteGrid Hybrid Power System [11]

Vibration Harvesting Sensors [10]

SiteGrid combines solar and generator power

sources with
efficient pow

monitoring and control. Output: 30 or 45 kW

battery storage, to provide an
er delivery system with remote -

loxus X-Series Supercap. [12]
Ultra/Supercapacitor, capable of delivering high
power on demand. Applications include wind-

modulation techniques and spread-spectrum

techniques

- Real time communication: difficult for LPWANSs

turbine blade pitch control and ride-through power
for renewable energy. Capable of 1200A output.

- Access to free data sources e.g. weather
- Crowdsourcing of data e.g. visual inspection for

graffiti

- Prioritisation of repair tasks based on condition

operating in the sub-GHz band
- Data rate: range between 1 — 100 kbps.

- Security: Transmitting a signal over the air is
susceptible to a variety of attacks

- Future proofing: technology may become
obsolete before ideal operational life expectancy
- Scalability: The performance of the LPWAN
drops exponentially as the number of end-

devices grows.

monitoring and availability

- Filter and remove irrelevant

data at point of source for reduced
data transmission

- Sensor self fault detection

- Sensor self calibration

- Power saving (intermittent readings vs continuous)

Security features (enhanced feedback to host)

- Filter and analyse combined

data to reduce data transmission

and storage requirements

- Control local actuators based on sensor
data (e.g. restrict traffic flow based on
vehicle weight)
- Reduce dependency on a core computing

- Edge computing is still in its infancy and a
framework to facilitate this is not yet
available. Such frameworks will need to
satisfy requirements, such as application
development to process requests in real-

time on edge nodes.

- In enterprise processing the volume of
data sent from each sensor in the field will
require a communication channel with a
high bandwidth.

- Need to relocate experts to
the area

- High cost for conveying
dedicated staff/infrastructure

- Latency in response time

- Risk of failure if the control
centre goes down (all eggs in
one basket)

- Secured connection to remote
asset

Control Centre

- Crowdsourced data has questionable validity
- Social media requires human monitoring and

maintenance

- ERP requires high level of trust before being fully

autonomous

- Increased sensor cost

- Potentially increased complexity
- Larger form factor

- Increased trust could lead to
missed erroneous data

NB-loT [13]

Uses licensed spectrum for better QoS.
Cellular technology, supports two way comms
with improved coverage to GSM. 11 to 13
miles range from transmitter. Good urban
performance. Low latency. ~40kB/s data rate.

LoRaWAN [14]

Unlicensed spectrum- potentially lower cost,

@np-or Q

but reduced data rate. Low power req. 7-10
mile range, poor urban performance. High

latency. 0.3 —50 kB/s

WiFi [15]

Well established, many existing
networks and compatible devices. High
power req. Range <100m. Very high
data rate possible (up to 1.7 Gb/s)

o

Microsoft Dynamics [16]

ERP software with various add-on
options, including asset value tracking
and accounting tie-ins. Uses microsoft
cloud for backup and mobile

MetOffice DataPoint API [17

deployment.
M

Free weather data from the
MetOffice, with API for
implementation into analytics.
May be available as a plugin, or
require bespoke programming,
dependent on application.

Self-Calibrating Sensors [18]

Research and proof-of-concept of self
calibrating sensors, using on-board

processing, with multi-sensor comparisons
or actuated calibration signals

Met Office

view stats for sensor network.
Edge Computer/PLC [20]

Programmable logic controllers are reliable
computers that could be used to analyse
and filter sensor data, and control
actuators. Power req. vary extensively with
application.

HP server edge [21]
Edge computer, data capture and control.

Facilitates predictive maintenance, real-time
analysis, condition monitoring, data management,
video analytics, and asset monitoring. Up to 8TB
total storage, and multiple 1/0 port options.

T

N\
\\ Suitable for harsh environments. Max. power
. 225W. Typical 100-150W.
N\
Matlab [22]

Matlab is a numerical computing
environment and programming

language, particularly well suited to
the automated processing and
visualisation of large data sets.

Asset Panda [23]

Asset management software
provides planning, tracking an
depreciation services in one
package. Can be used in
conjunction with barcodes and

scanners for additional inventory

management.

Central location where the data is

fed and processed by trained staff.
Computing equipment with high
bandwidth internet connection is

%)

required to display and process
incoming data. Communication
networks required to transmit data

Rugged Laptop

to the required location (GSM,

radio, internet etc.)

Tablet Laptops suitable

for site use, offer
additional

Tablets offer
larger screen

space for computation power
viewing over tablets. Can be
detailed info. | used for programming
Can also be and monitoring sensor

used to push networks.

notifications
and warnings
to
employees.

The MTC shall have no liability for the completeness or
accuracy of the information provided in this discovery phase 2
poster, and cannot be held liable for any third-party claims or

asset
panda
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MATLAB
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DISCLAIMER:

any damages resulting from reliance on this information. The
discovery phase 2 process is © MTC and may not be

reproduced without MTC'’s permission.

ADDITIONAL PROJECT INFO:

All i3P discovery phase 2 projects are match funded by the i3P and the MTC. Each discovery project is carried

out over a timescale of 6-8 weeks, which makes use of input provided by the i3P within this timescale to support
the projects. A review of industry best practices / technologies for each discovery project has been down
selected according to criteria agreed with each discovery project sponsor.

PillarTechnologies Smart Sensor [19]
Temperature, pressure, noise, humidity, smok
and dust monitor — analyses and filters data, then
transmits by cellular network. Battery powered,
10 months per charge. Cloud based dashboard to
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Dynamics
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Development Strategy
Strand 1: Sensing
Used for on-site monitoring/data acquisition. The applications are dependent on the individual use cases, and are likely
to require accompanying equipment to provide a full solution. The vast majority of asset monitoring solutions will require
some form of sensing.
Next steps:

1.1) I13P to collaborate to define common challenges and to consolidate demand

1.2) Potential for a low cost sensor demonstrator project to validate commercially available technologies

1.3) I3P to work across supply chain against common sensor types/commodities to standardise across industry

1.4) 13P rollout of sensor technology on new projects with a collaborative approach

1.5) There are specific projects needed to validate new sensor technologies, this will be application dependent
and will call for development and demonstration of new technologies as needed by industry (e.g. very high frame rate
cameras)

Strand 2: Power
Required in various quantities for all applications. Future developments are increasingly requiring off-grid energy
harvesting, and clean/renewable energy solutions, to enable the use of wireless devices and reduce the use of fossil-fuel
burning power supplies. This technology will be driven by consumer goods and renewable technology development. The
construction industry will deploy the technology as it becomes commercially available. Validation of energy harvesting
L | technologies to be incorporated into steps 1.2 and 1.5.
§= \
g Strand 3: Connectivity
b \ Used for linking asset monitoring devices on-site and to a larger national or international network, where the data can be
(¥, processed remotely. Future developments are likely to be in low power connectivity, for self-powering wireless sensors
and increased efficiency; and in decreasing latency and increasing bandwidth for enhanced real-time monitoring of
| multiple data feeds. I3P already influence government strategy with regards to 5G deployment and industrial
| | communications.
| Next steps:
3‘ 3.1) I3P need to develop security protocols and testing standards. This is likely going to be ongoing work.
| 3.2) 13P to investigate connectivity mapping based on project experience to determine areas where investment
is needed. I3P to partner with telecoms providers to build new business models to support investment in infrastructure in
areas of low coverage.

3.3) There is a requirement to fuse data from various sources such as operational and user data, for example
social media and asset data. This needs to add to the output of sensor data to give a full picture of asset performance.
Demonstration of this to be included with steps 1.2 and 1.3, through fusion with data from social media.

Strand 4: Analytics

Analytics performed on-site at the ‘edge’ or at a remote data centre. Future developments will see more detailed and
predictive outputs, through the use of much larger data sets and enhanced processing capabilities. Other developments
are in the area of smart sensors increasing reliability over conventional sensors, with on-sensor analytics.

Next steps:

4.1) I13P need to define use cases where historical data can be analysed to support ongoing asset maintenance,
this should also include using analytics to establish cause and effects of quality failure. Demonstrator project to
implement root cause analysis on assets.

4.2) A demonstrator project should be completed on an I13P case study to use historical data over the life time of
the asset. This project will prove the concept of using analytics to achieve predictive maintenance and inform planned
maintenance.

4.3) Roll out to other 13P examples identified in 4.1.

Strand 5: Data Interface and Digital Twin

Data interfaces used for communicating data across devices and presenting it to a human operator. Digital twin is used
for modelling systems virtually, allowing for changes to the system to be tested before implementation. Future
developments are likely to see digital twins being easier to create and integrate.

This work needs to link to the metrology discovery project to ensure that assets are captured as built so that digital twins
can reflect reality.

Next steps:

5.1) I3P to support BSI on data format for digital twins for infrastructure

5.2) A project is needed to define an agnostic data format based on JSON (JavaScript Object Notation) and IFC
(Industry Foundation Class) to support commercial classification of data followed by roll out.

It is assumed that once 5.1 and 5.2 are achieved there are no technical blockers to prevent immediate rollout across I3P
consortium.

Strand 6: Data Storage

Future developments in data storage aim towards increasing storage capacities without increasing physical space
occupied by storage drives. Increased storage allows more data to be captured, which can improve the quality of
information produced by analytics. Novel storage methods are also being developed, such as DNA based storage.

Next steps:

6.1) I3P to support the development of best practice for data storage and technology direction to enable
strategic decision making.

6.2) I3P to explore the feasibility of a national central repository to store data from all assets across all 13P.
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Future

State

At Asset Technology

Energy Harvesting

The ability to put sensors in any
location, without constraint of a grid
energy supply, at a sensible cost.

n

continuous information across the

data from sensors has to be self-

Sensors
A variety of sensors collect

asset. All maintainable assets
eed to be monitored via sensors

validating and self-certifying

Local Analytics

At sensor analytics used to
detect sensor errors.

Edge computers perform
preliminary analytics on data
produced.

Low-Level Comms

Low level communication can
be established for any sensor,
with complete connectivity at
any point on earth.

On-board storage

Local data storage to buffer
local data and send data

when events occur.

—--------------------------------~

Off-site Technology

v

High Level Comms

High level communication consensually
collects rich data using customer's
devices in exchange for proactive service
provision. Data is also collected from a
wide array of external sources, made
available online, and integrated directly
into analytics through API's.

Cloud Storage

Cloud storage provides expandable
off-site data storage for asset record
keeping, on-demand access and is
fed back into the Al system.

Implicit

Analytics and Al

Machine learning and artificial intelligence systems process and analyse

data produced to extract useful information. Historical data is fed back

into the system allowing it to learn from previous events, increasing the
chance of predicting problems before they arise.

Explicit

Distributed
Data Interface

Scheduling, warnings and alerts are
sent directly to the operator, and
displayed via mobile app. The operator
can submit information to the Al, such
as faulty equipment.

®

¢

Central
Control Centre

A centralised control centre manages

the system on an enterprise level, and

is also used for handling any situations
that the Al is not suitable for.
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